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Abstract

Methods have been proposed to linearly combine candidate regression procedures to improve estimation accuracy. Applications of these methods in many examples are very successful, pointing to the great potential of combining procedures. A fundamental question regarding combining procedure is: What is the potential gain and how much one needs to pay for it?

A partial answer to this question is obtained by Juditsky and Nemirovski (1996) for the case when a large number of procedures are to be combined. We attempt to give a more general solution. Under a $l_1$ constrain on the linear coefficients, we show that for pursuing the best linear combination over $n^r$ procedures, in terms of rate of convergence under the squared $L_2$ loss, one can pay a price of order $O\left(\log n/n^{1-r}\right)$ when $0 < r < 1/2$ and a price of order $O\left((\log n/n)^{1/2}\right)$ when $1/2 \leq r < \infty$. These rates can not be improved or essentially improved in a uniform sense. This result suggests that one should be cautious in pursuing the best linear combination, because one may end up with paying a high price for nothing when linear combination in fact does not help. We show that with care in aggregation, the final procedure can automatically avoid paying the high price for such a case and then behaves as well as the best candidate procedure in terms of rate of convergence.
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1 Introduction

Recently, new ideas on combining different procedures for estimation, coding, forecasting, or learning have been considered in statistics and several related fields, resulting in a number of very interesting results. The common theme behind these work is to automatically share the strength of the individual procedures in some sense. In the context of machine learning, it has been shown that with an appropriate weighting method, a combined procedure can behave close to the best procedure in terms of a certain cumulative loss, see, e.g., Vovk (1990), Littlestone and Warmuth (1994), Cesa-Bianchi et al (1997), and Cesa-Bianchi and Lugosi (1999). The focus has been on deriving mixed strategies with optimal performance without any probabilistic assumptions at all on the generation of the data. In the field of forecasting, combined forecasts have been shown to work better in various examples, see, e.g., Clemen (1989) for a review of work in that direction. In information theory, study of universal coding in the spirit of adaptation results in very interesting and powerful techniques also useful in other related fields such as machine learning and statistics. See Merhav and Feder (1998) and Barron, Rissanen and Yu (1998) for reviews of work in that field. In statistics, several methods have been recently proposed to linearly combine regression estimators. They include a model selection criterion based method by Buckland et al (1995), cross-validation based “stacking” by Wolpert (1992) and Breiman (1996a) (an earlier version is in Stone (1974)), a bootstrap based method by LeBlanc and Tibshirani (1996), a stochastic approximation based method by Juditsky and Nemirovski (1996), and information-theoretic based methods to combine density and regression estimators by Yang (1996, 1998, 1999bc) and Catoni (1997) for density estimation. Juditsky and Nemirovski proposed algorithms and derived interesting theoretical upper and lower bounds for linear aggregation in pursuing the best performance among the linearly combined estimators (with coefficients subject to an appropriate constraint). Yang (1998, 1999c) shows that with proper weighting, a combined procedure has a risk bounded above by a multiple of the smallest risk over the original procedures plus a small penalty.

The above mentioned theoretical work in statistics are in two related but different directions: one aiming at automatically achieving the best possible performance among the given collection of candidate procedures, and the other aiming at improving the performance of the original procedures. For the latter, the hope is that an aggregated procedure (through a convex or linear combination of the original procedures with data dependent coefficients) will significantly outperform each individual candidate procedure. Clearly the second direction is more aggressive. If one could identify the best linearly combined procedure, pursuing the best performance among the candidate procedures would be too conservative. On the other hand, common sense would suggest if one asks for more, one needs to pay
more. The present paper intends to contribute to the theoretical understanding on the gain and price for pursuing the best linear combination.

Suppose that we have $M$ candidate regression procedures and consider the squared $L_2$ risk as a performance measure in estimating the regression function. In Yang (1998, 1999c) it is shown that a suitable data-dependent convex combination of these procedures results in an estimator that (under a minor condition) has a risk within a multiple of the smallest risk among the candidate procedures plus a small penalty of order $(\log M)/n$. Thus in terms of rate of convergence, with $M$ candidate procedures to be combined, one only needs to pay the price basically of order $(\log M)/n$ for performing nearly as well as the best candidate procedure (which, of course, is unknown to the statistician). As long as $M$ does not increase exponentially fast in $n$, the discrepancy $(\log M)/n$ is of order $\log n/n$, which does not affect the rate of convergence for typical nonparametric regression. As a consequence, when polynomially many nonparametric procedures are suitably combined, the estimator automatically converges at the best rate offered by the individual procedures. For the more aggressive goal of pursuing the best linear combination of the candidate procedures, under the constrain that the $l_1$ norm of the linear coefficients is bounded above by $1$, Juditsky and Nemirovski (1996) proposed algorithms and showed that with $M$ estimators to be combined, the aggregated estimator has a risk within a multiple of $\sqrt{(\log M)/n}$ of the smallest risk over all the linear combinations of the estimators. Furthermore, they show that, in general, this order $\sqrt{(\log M)/n}$ can not be overcome uniformly by any combining methods. Thus compared to combining for attaining the best performance, one has to pay a much higher price, $\sqrt{(\log M)/n}$, for searching for the best linear combination of the original procedures.

The work of Juditsky and Nemirovski (1996) is targeted at the case when $M$ is large (e.g., their results are applied to restore Barron's class with $M$ of a polynomial order in $n$). They derived the above mentioned lower bound when $M$ and $n$ have the relationship: $C_1 \log M \leq n \leq C_2 M \log M$ (where the constants $C_1$ and $C_2$ depend on the variance of the error and the assumed known upper bound on the supremum norm of the regression function $f$). The relationship implies that $M$ is at least at order $n/\log(n)$. It is unclear then what happens when $M$ is of a smaller order. For such a case, the order $\sqrt{(\log M)/n}$ may no longer be a valid lower bound. In the extreme case with $M$ fixed ($M$ does not grow as $n \to \infty$), one would expect a penalty of order close to the parametric rate $1/n$ instead of order $n^{-1/2}$. In this paper, we show that when $M$ is of order $n^\tau$, one only needs to pay the price of order $\log n/n^{1-\tau}$ for $0 \leq \tau < 1/2$. This rate can not be improved uniformly beyond a logarithmic factor.

Note that the order of the price increases dramatically as $\tau$ increases from 0, but after $\tau \geq 1/2$, it stays at the rate $\sqrt{(\log n)/n}$ as long as $\tau < \infty$. This phenomenon is closely related to the advantage
of sparse approximations as observed in wavelet estimation (see, e.g., Donoho and Johnstone (1998)), neural networks and subset selection (see, e.g., Barron (1994), Yang and Barron (1998), Yang (1999a), and Barron, Birgé and Massart (1999)). Under the $l_1$ constraint on the linear coefficients, when $\tau > 1/2$, there can not be too many (relative to $M$) large coefficients and combining sparsely selected procedures with suitably large coefficients achieves the optimal performance.

In applications, one does not know if the best linear combination can substantially improve the estimation accuracy so that the high price of order, e.g., $(\log n)/n^{1/2}$ is justified. Accordingly, it is not clear which direction to go when combining the candidate procedures. We show, fortunately, with some care in combining, an estimator can be aggressive and conservative automatically in the right way. For convenience in discussion, we will call the conservative goal combining for adaptation, and the aggressive goal combining for improvement.

The paper is organized as follows. In Section 2, we derive general risk bounds for combining $M$ procedures. In Section 3, we study a combined procedure suitable for different purposes at the same time. In Section 4, we give an illustration using linear and sparse approximations. We briefly mention a generalization of the main results in Section 5. In Section 6, a basic combining algorithm and its property are presented, which provides a tool for the main results in this paper. The proofs of the results are in Section 7.

## 2 Risk bounds on linear aggregation

Consider the regression model

$$Y_i = f(X_i) + \sigma \cdot \varepsilon_i, \ i = 1, \ldots, n,$$

where $(X_i, Y_i)_{i=1}^n$ are i.i.d. copies from the joint distribution of $(X, Y)$ with $Y = f(X) + \sigma \cdot \varepsilon$. The explanatory variable $X$ (could be high-dimensional) has an unknown distribution $P_X$. The variance parameter $\sigma > 0$ is unknown and the random variable $\varepsilon$ is assumed to have a known density function $h(x)$ (with respect to Lebesgue or a general measure $\mu$) with mean 0 and variance 1. The goal is to estimate the regression function $f$ based on the data $Z^n = (X_i, Y_i)_{i=1}^n$.

Let $\hat{\delta}$ be a regression estimation procedure producing estimator $\hat{f}_i(x) = \hat{f}_i(x; Z^i)$ for each $i \geq 1$. Let $\|\cdot\|$ denote the $L_2$ norm with respect to the distribution of $X$, i.e., $\|g\| = \sqrt{\int g^2(x)P_X(dx)}$. Let $R(f; n; \delta) = E\|f - \hat{f}_n\|^2$ denote the risk of the procedure $\delta$ at the sample size $n$ under the squared $L_2$ loss.

Let $\Delta = \{\delta_1, \delta_2, \ldots, \delta_M\}$ denote a collection of candidate procedures to be aggregated. Let $\hat{f}_{j,i}(x) = \hat{f}_{j,i}(x; Z^i)$ denote the estimator of $f$ based on procedure $\delta_j$ given the observations $Z^i$ for $i \geq 1$. Assume
\( M = M_n \) changes according to the sample size \( n \). In particular, we will consider the case when \( M = Cn^\tau \) for some \( 0 \leq \tau < \infty \). When the sample size increases, one is allowed to consider more candidate procedures (possibly more and more complicated).

As in Juditsky and Nemirovski (1996), the coefficients for linear combination are suitably constrained. Let \( \mathbf{F}_n = \{ \sum_{1 \leq j \leq M} \theta_j \widehat{f}_j, n(x) : \sum_{1 \leq j \leq M} |\theta_j| \leq 1 \} \) be the collection of linear combinations of the original estimators in \( \Delta \) with coefficients summing up no more than 1 in absolute values. The hope behind the consideration of the linear aggregation is that a certain combination of the original estimators might have a much better performance than the individual ones. Advantages of such combining have been empirically demonstrated in several related fields (e.g., Bates and Granger (1969), Breiman (1996)). Let \( || \cdot ||_1^M \) denote the \( l_1 \) norm on \( R^M \), i.e., \( || \theta ||_1^M = \sum_{1 \leq j \leq M} |\theta_j| \). Define

\[
R^*(f; n; \Delta) = \inf_{||\theta||_1^M \leq 1} E||f - \sum_{1 \leq j \leq M} \theta_j \widehat{f}_j, n||^2.
\]

It is the smallest risk over all the estimators in the linear aggregation class \( \mathbf{F}_n \). Obviously, \( R^*(f; n; \Delta) \leq \inf_{1 \leq j \leq M_n} R(f; n; \delta_j) \). In this paper, unless stated otherwise, by linear combination, we mean linear combination with the coefficients satisfying the above \( l_1 \) constraint.

We need the following assumptions for our results.

A1. The regression function \( f(x) \) is uniformly bounded, i.e., \( \|f\|_\infty \leq A < \infty \). The variance parameter \( \sigma \) is bounded above and below by known positive constants \( \sigma < \infty \) and \( \sigma > 0 \).

A2. The error distribution \( h \) has a finite fourth moment and satisfies that for each pair \( 0 < s_0 < 1 \) and \( T > 0 \), there exists a constant \( B \) (depending on \( s_0 \) and \( T \)) such that

\[
\int h(x) \log \frac{h(x)}{\frac{1}{T} h\left(\frac{x}{s_0}\right)} dx \leq B \left( (1 - s)^2 + t^2 \right)
\]

for all \( s_0 \leq s \leq s_0^{-1} \) and \( -T < t < T \).

The constants \( A \) and \( B \) in the above assumptions are involved in the derivation of the risk bounds, but they need not to be known in our aggregation procedure. The Assumption A2 is mild and is satisfied by Gaussian, double-exponential, and many other smooth distributions.

An algorithm, named ARM in Yang (1999c), to combine procedures for adaptation is given in Section 6. This algorithm serves as a building block for the results in this paper. Through a suitable discretization of the linear coefficients together with a sparse approximation, the problem of combining for improvement becomes the problem of combining for adaptation over a (much) larger class of procedures. We have the following performance upper bound.
Theorem 1: Assume that Conditions A1 and A2 are satisfied. For any given collection of estimation procedures \( \Delta = \{ \delta_j, 1 \leq j \leq M_n \} \), we can construct a combined procedure \( \delta^* \) such that

\[
R (f; n; \delta^*) \leq C \begin{cases} 
R^* (f; \frac{M_n}{n}; \Delta) + \frac{M_n \log(1+\sqrt{n}/M_n)}{\sqrt{n} \log n} & \text{when } M_n \leq \sqrt{n}, \\
R^* (f; \frac{M_n}{n}; \Delta) + \frac{\log M_n}{n} & \text{when } M_n \geq \sqrt{n}, 
\end{cases}
\]

where \( C \) is a constant depending on \( A, \sigma, \bar{\sigma}, \) and \( h \). In particular, if \( M_n \leq C_0 n^\tau \) for some \( \tau > 0 \) and \( C_0 > 0 \), then

\[
R (f; n; \delta^*) \leq C' \begin{cases} 
R^* (f; \frac{\log n}{n}; \Delta) + \left( \frac{\log n}{n} \right)^{1/2} & \text{when } 1/2 \leq \tau < \infty, \\
R^* (f; \frac{\log n}{n}; \Delta) + \frac{\log n}{n^{1/2}} & \text{when } 0 \leq \tau < 1/2, 
\end{cases}
\]

where the constant \( C' \) depends on \( A, \sigma, \bar{\sigma}, C_0, \) and \( h \).

Remark: The condition on \( \sigma \) in Assumption A1 is mainly technical (it is not really needed to perform the procedure). The lower bound condition on \( \sigma \) is not essential even from a technical point of view, since one can always add a little bit noise to the observations to satisfy the condition usually without affecting the rate of convergence.

The constructed procedure \( \delta^* \) is given in the proof of Theorem 1 in Section 7. Note that for both parametric and nonparametric regression, for a good procedure, \( R (f; n; \delta) \) and \( R (f; n/2; \delta) \) are usually of the same order. Thus it is typically the case that \( R^* (f; n; \Delta) \) and \( R^* (f; \frac{M_n}{n}; \Delta) \) converge at the same rate. From the result, when \( \tau \geq 1/2 \), the penalty term for pursuing the best linear combination of \( n^\tau \) procedures is of order \((\log n)/n\)^{1/2} (independent of \( \tau \)). This rate is obtained by Juditsky and Nemirovski (1996) with a weaker assumption on the errors (finite variance), but requiring the knowledge of \( A \). When \( \tau < 1/2 \), our result above shows that the penalty is smaller in order, resulting in a possibly much faster rate of convergence. For an extreme example, when \( M_n \) is fixed, the price we pay is only of order \( \log n/n \).

How good are the upper bounds derived here? Juditsky and Nemirovski (1996) show that when \( M \) and \( n \) satisfy \( C_1 \log M \leq n \leq C_2 M \log M \) for some constants \( C_1 \) and \( C_2 \) (i.e., \( M \) is no smaller than order \( n/\log n \) but not too large), the order \((\log n)/n\)^{1/2} cannot be improved in a minimax sense. We show in general, the rates given in Theorem 1 can not be improved up to possibly a logarithmic factor for some cases. For simplicity, assume that the errors are normally distributed with variance 1.

Theorem 2: Consider \( M_n = \lceil C_0 n^\tau \rceil \) for some \( \tau > 0 \). There exist \( M_n \) procedures \( \Delta_{M_n} = \{ \delta_j, 1 \leq j \leq M_n \} \) such that for any aggregated procedure \( \delta^{(n)} \) based on \( \Delta_{M_n} \), one can find a regression function \( f \) with \( \| f \|_{\infty} \leq \sqrt{2} \) satisfying

\[
R (f; n; \delta^{(n)}) - R^* (f; n; \Delta_{M_n}) \geq C \begin{cases} 
\left( \frac{\log n}{n} \right)^{1/2} & \text{when } 1/2 \leq \tau < \infty, \\
\frac{\log n}{n^{1/2}} & \text{when } 0 \leq \tau \leq 1/2, 
\end{cases}
\]
where the constant $C$ does not depend on $n$.

Thus no aggregation method can achieve the smallest risk over all the linear combinations within an order smaller than the ones given above in accordance with $\tau$ uniformly over all bounded regression functions. Note that the lower rate matches the upper rate when $\tau > 1/2$ and the upper and lower rates differ only in logarithmic factors when $0 \leq \tau \leq 1/2$.

It is interesting to notice how the price (in rate) for combining for improvement changes according to $M_n$. In the beginning, it basically increases linearly in $M_n$, but after $M$ reaches $\sqrt{n}$, it increases much more slowly in a logarithmic fashion. Accordingly, it stays at rate $(\log n/n)^{1/2}$ as long as $M_n$ increases polynomially in $n$.

In a different direction, Yang (1998, 1999c) shows that one only needs to pay the price of order $(\log M)/n$ to pursue the less ambitious goal of achieving the best performance among the original $M$ procedures. Observing the dramatic difference between the two penalties, one naturally faces the question: Should we combine for adaptation or for improvement? If one of the original procedures happen to behave the best (or close to the best) among all the linear combinations, or at least one of the original procedures converges at a rate faster than $(\log n)/n^{1-\tau}$ (for $0 \leq \tau < 1/2$) or $\sqrt{\log n/n}$ (for $\tau \geq 1/2$), if one aggregates for better performance, one could be unfortunately paying too high a price for nothing but hurting the convergence rate in estimating $f$. In terms of rate of convergence, combining for improvement is worth the effort only if $R^*(f; n/2; \Delta)$ plus the penalty in (1) is of a smaller order than $(\log M)/n + \inf_{\delta_j} R(f; n/2; \delta_j)$. Since the risks are of course unknown, in applications, one does not know in advance whether to combine for adaptation or combine for improvement. A wrong choice can lead to a much worse rate of convergence. In the next section, we show one can actually handle the two goals optimally at the same time.

3 Multi-purpose aggregation

Here we show when combining the procedures properly, one can have the potential of obtaining a large gain in estimation accuracy yet without losing much when there happens to be no advantage considering sophisticated linear combinations.

Let us consider a slightly different setting compared to the previous section. Suppose that we have a countable collection of candidate procedures $\Delta = \{\delta_1, \delta_2, \ldots\}$. Under this setting, one does not need to decide before hand how many procedures should be included at a given sample size. Consider three different approaches to combine the procedures in $\Delta$.

The first approach is to combine the procedures for adaptation. Here one intends to capture the
best performance in terms of rate of convergence among the candidate procedures. Let \( \delta^*_n \) denote this combined procedure based on \( \Delta \) using the Three-Stage ARM Algorithm as given in the Section 6. Since \( \Delta \) is not (necessarily) a finite collection, one can not use the uniform weight. The prior weight \( \pi_j \) is taken to be \( \alpha e^{- \log^* j} \), where \( \log^* \) is defined by \( \log^* x = \log(x + 1) + 2 \log \log(x + 1) \) and the constant \( c \) is chosen to normalize the weights to add up to 1. Based on Proposition 1 in Section 6, we have that for any \( f \) with \( \| f \|_{\infty} < \infty \),

\[
R(f; n; \delta^*_n) \leq C_1 \inf_{\delta_j} \left( \frac{\log (j + 1)}{n} + R(f; n/2; \delta_j) \right) =: C_1 R^*_1(f; n; \Delta),
\]

where the constant \( C_1 \) depends on \( \| f \|_{\infty}, \varnothing \), and \( h \). In the rest of the paper, unless stated otherwise, a constant \( C \) (with or without subscript) may depend on \( \| f \|_{\infty}, \varnothing \), and \( h \). For convenience, we may use the same symbol \( C \) for different such constants in different places. From above, if one procedure, say \( \delta_{j^*} \) behaves the best, then the penalty is of order \( \frac{1}{n} \). If the best estimator changes according to \( n \), then \( \inf_j \left( \frac{\log (j + 1)}{n} + R(f; n/2; \delta_j) \right) \) is a trade-off between complexity and estimation accuracy.

The second approach targets at the best performance among all the linear combinations of the original procedures up to different orders. For each integer \( L \geq 1 \), let \( \delta^L \) denote the combined (for improvement) procedure based on the first \( L \) procedures \( \delta_1, \ldots, \delta_L \) as used for Theorem 1. Then combine the procedures \( \{ \delta^1, \delta^2, \ldots \} \) with weight \( \alpha e^{- \log^* j} \) for \( j \geq 1 \) as defined earlier. Let \( \delta^*_n \) denote this combined procedure. Let \( \Delta \) denote the set of the first \( L \) procedures in \( \Delta \). Let

\[
\psi_n(L) = \begin{cases} 
\frac{L \log(1+n/L)}{\log E} & \frac{L \log(1+n/L)}{\log E} < \sqrt{n} \\
\frac{L \log(1+n/L)}{\log n} & \sqrt{n} \leq \frac{L \log(1+n/L)}{\log n}
\end{cases}
\]

By Theorem 1 and Proposition 1, we have that for any \( f \) with \( \| f \|_{\infty} < \infty \),

\[
R(f; n; \delta^*_n) \leq C_2 \inf_{L} \left( \frac{\log^* \left( \frac{n}{2}; \Delta_L \right) + \psi_n(L)}{R^*_L \left( f; \frac{n}{2}; \Delta_L \right)} \right) =: C_2 R^*_2(f; n; \Delta).
\]

The third approach recognizes that in many cases, when combining a lot of procedures, the best linear combination may concentrate on only a few procedures. For such a case, working with these important procedures only leads to a much smaller price when combining for improvement. This calls for additional care in aggregation and it can be done as follows. For each integer \( L > 1 \), \( 1 \leq k < L \), and a subset \( S \) of \( \{ 1, 2, \ldots, L \} \) of size \( k \), let \( \delta(S) \) be the combined (for improvement) procedure based on \( \{ \delta_j : j \in S \} \) as for (1). Then let \( \delta_{L,k} \) be the combined (for adaptation) procedure based on all such \( \delta(S) \) with uniform weight \( 1/(k!) \) (there are \( k! \) many such procedures). Then let \( \delta^{(L)} \) be the combined (for adaptation) procedure based on \( \delta_{L,1}, \ldots, \delta_{L,L-1} \) using the uniform weight \( 1/(L-1) \). Let \( \delta^*_c \) denote the combined (for adaptation) procedure based on \( \delta^{(L)}, L \geq 2 \) with weight \( c' \log^* j \), where the constant \( c' \)
is chosen such that \( \sum_{j=2}^{\infty} e^{-b \log^j j} = 1 \). Let \( \Delta_S \) denote the collection of procedures \( \{ \delta_j : j \in S \} \). Based on Proposition 1 and Theorem 1, we have that for any \( f \) with \( \| f \|_\infty < \infty \),

\[
R(f; n; \delta^*_C)
\leq C \inf_{L \geq 2} \left( \inf_{1 \leq k \leq L-1} \left( \inf_{|S| = k, S \subseteq \{1, 2, \ldots, L\}} R^* \left( f; \frac{n}{16}; \Delta_S \right) + \psi_n(k) + \frac{\log(L)}{n} \right) \right)
\]

\( =: C R^*_k (f; n; \Delta) \). 

Now we combine these three procedures \( \delta^*_A, \delta^*_B, \) and \( \delta^*_C \) with equal weight \( 1/3 \). And let \( \delta_F \) denote the final combined procedure. Note that it is still a linear combination of the original procedures. We have the following result.

**Corollary 1:** Assume Conditions A1 and A2 are satisfied. Then for each \( f \) with \( \| f \|_\infty < \infty \), we have

\[
R(f; n; \delta_F) \leq C \min \left( R^*_1 (f; n/2; \Delta), R^*_2 (f; n/2; \Delta), R^*_3 (f; n/2; \Delta) \right),
\]

where \( R^*_1 (f; n; \Delta), R^*_2 (f; n; \Delta), R^*_3 (f; n; \Delta) \) are given in (2), (3), and (4).

The above result characterizes good performance of the final estimator simultaneously in three directions in terms of rate of convergence. First of all, the final estimator converges as fast as any original procedure. Secondly, when linear combinations of the first \( L_n \) procedures (for some \( L_n > 1 \)) can improve estimation accuracy dramatically, one pays the price at most of order \( \psi_n(L_n) \) for the better performance. When \( L_n \) is small, the gain is substantial. When certain linear combinations of a small number of procedures perform well, the final estimator can also take advantage of that. In summary, the final estimator can behave both aggressively (combining for improvement) and conservatively (combining for adaptation) which ever is better.

### 4 An illustration via linear approximation

We illustrate the result of multi-purpose aggregation studied in the previous section through an example with linear and sparse approximations. We assume that \( x \in [0, 1]^d \) (\( 1 \leq d \leq \infty \)).

Let \( \{ \Phi_j : j = 1, 2, \ldots \} \) be a collection of linear approximation systems. For each \( j \), \( \Phi_j = \{ \varphi_{j,1}(x), \varphi_{j,2}(x), \ldots \} \) is a chosen collection of linearly independent functions in \( L^2[0, 1]^d \). Traditionally orthonormal bases (or at least with some frame properties) have been emphasized. Recently non-orthogonal and/or over complete bases have been advocated and studied. Relaxation of orthogonality enables one to consider e.g., trigonometric expansions with fractional frequencies and neural network models. Considering different bases provides much more flexibility that gives a great potential to improve estimation accuracy, especially in high-dimensional settings. See Barron and Cover (1991), Mallat and Zhang (1993), Barron

For a fixed $j$, the (squared $L_2$) approximation error of $f$ using the first $N$ terms is

$$\eta_{j,N}(f) = \inf_{\{a_i\}} \| f - \sum_{i=1}^{N} a_i \varphi_{j,i} \|^2.$$  

We call this individual approximation. The approximation error of $f$ using linear combinations of the individual approximations of $f$ up to $N$ terms based on the first $L$ systems is

$$\eta_{N}^{L}(f) = \inf_{\{a_{j,i}\}} \| f - \sum_{j=1}^{L} \sum_{i=1}^{N} a_{j,i} \varphi_{j,i} \|^2.$$  

We call this linearly combined approximation. Obviously $\eta_{N}^{L}(f) \leq \eta_{j,N}(f)$ for $1 \leq j \leq L$. When $\eta_{N}^{L}(f) \ll \eta_{j,N}(f)$ for $1 \leq j \leq L$ with the right size, the advantage of considering linear combinations over different systems can be substantial. The approximation error of $f$ based on sparse approximation using $k$ out of the first $L$ systems is

$$\eta_{N}^{L,k}(f) = \inf_{s \subseteq \{1,\ldots,M\}, |s| = k} \inf_{\{a_{j,i}\}} \| f - \sum_{j \in s} \sum_{i=1}^{N} a_{j,i} \varphi_{j,i} \|^2.$$  

We call this sparsely combined approximation. The sparse approximation can improve estimation accuracy compared to the linearly combined approximation if only a few approximation systems are actually needed in the linearly combined approximation, i.e., one can find $k \ll L$ such that $\eta_{N}^{L,k}(f)$ is close to $\eta_{N}^{L}(f)$.

For a given $j$ and $N$, traditional linear model estimators (e.g., based on the least squares principle or projection estimators with orthogonal basis functions) can be used to estimate the best parameters in the linear approximation, resulting in the familiar bias-squared (approximation error) plus variance (estimation error) trade-off for the mean squared error. As is well-known, the variance is typically of order $N/n$ under minor conditions.

Combining the approximation error and estimation error, one can bound $R_1^*(f; n; \Delta)$, $R_2^*(f; n; \Delta)$, and $R_3^*(f; n; \Delta)$ as defined in (2), (3), and (4) as follows

$$R_1^*(f; n; \Delta) = O \left( \inf_{j} \left( \eta_{j,N}(f) + \frac{N}{n} \log \frac{j}{n} \right) \right), \quad (5)$$

$$R_2^*(f; n; \Delta) = O \left( \inf_{L,N} \left( \eta_{N}^{L}(f) + \frac{LN}{n} + \psi_n(L) \right) \right), \quad (6)$$

$$R_3^*(f; n; \Delta) = O \left( \inf_{L,N} \left( \inf_{1 \leq k \leq L-1} \left( \eta_{N}^{L,k}(f) + \psi_n(k) + \frac{k \log L}{n} + \frac{kN}{n} \right) \right) \right). \quad (7)$$
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Based on Corollary 1 and the above bounds, one can derive rate of convergence for the final aggregated procedure $\delta_F$ under various assumptions on the approximation errors $\eta_{j,N}(f)$, $\eta_N^L(f)$, and $\eta_N^{L,k}(f)$. The conclusion is basically that, in terms of rate of convergence, the final estimator behaves as well as the best estimator based on an individual approximation system, or as the linearly combined estimator, or as the sparsely combined estimator, which ever is the best.

When the basis functions are orthonormal, conditions on the $L_2$ approximation errors typically correspond to conditions on the coefficients, resulting in simple characterization of the functions. Here we give an example. Suppose $d = \infty$ and assume $X = (X_1, X_2, \ldots)$ has independent, uniformly distributed components (or after suitable transformations). We assume the true regression function is additive, i.e.,

$$f(x) = c_0 + f_1(x_1) + f_2(x_2) + \cdots. \quad (8)$$

To estimate the additive component $f_j(x_j)$, a linear approximation system $\Phi_j = \{\varphi_{j,i}(x_j), \varphi_{j,i}(x_j), \ldots\}$ is used. Assume the basis functions are orthonormal with mean zero. For a given $j$, let $\widehat{f}_{j,N}(x_k)$ be the projection estimator of $f_j(x_j)$ based on the first $N$ basis functions in $\Phi_j$. That is, $\widehat{f}_{j,N}(x_k) = \sum_{i=1}^{N} \hat{\theta}_{j,i} \varphi_{j,i}(x_k)$, where $\hat{\theta}_{j,i} = \frac{1}{n} \sum_{k=1}^{n} Y_i \varphi_{j,i}(X_k)$. For simplicity, assume $\|f\|_{\infty} \leq A$ for some known constant $A > 0$ and the estimators are accordingly clipped into the range. Let $\delta_{j,N}$ denote these regression procedures. Let $\delta_A^*, \delta_B^*$, and $\delta_C^*$ be the differently combined procedures as constructed in the previous section and let $\delta_F$ denote the final procedure combining them together.

Assume $f_j(x_j) = \sum_{i=1}^{\infty} \theta_{j,i} \varphi_{j,i}(x_j)$ for $j \geq 1$ and assume the coefficients satisfy the following condition B0:

$$\sum_{j=1}^{\infty} j^{2s} \left( \sum_{i=1}^{\infty} i^{2s} \theta_{j,i}^2 \right) < \infty. \quad (9)$$

for some $s > 0$ and $\beta > 0$. When the true regression function is actually univariate in one variable, say $x_{j_0}$, then $\theta_{j,i} = 0$ for all $j$ and $i$ except $j = j_0$. If one knew this is the case, one can ignore the other variables. Let B1 denote this condition. Another condition, denoted B2, is that $\theta_{j,i} = 0$ for all $j \geq 1$ and $i > i_0$ for some unknown integer $i_0$, and in addition,

$$\sum_{j=1}^{\infty} \sum_{i=1}^{i_0} |\theta_{j,i}| < \infty.$$

**Corollary 2:** Assume the errors are normally distributed with $\sigma^2$ bounded above and below by known constants. If $f$ satisfies Condition B0, we have

$$R(f; n; \delta_F) = O \left( n^{-\frac{2s + \beta}{4s + 2\beta}} \right). \quad (10)$$

If $f$ satisfies conditions B0 and B1, we have

$$R(f; n; \delta_F) = O \left( n^{-\frac{2s}{4s + 2\beta}} \right). \quad (11)$$
If \( f \) satisfies conditions B0 and B2, we have

\[
R(f; n; \delta_F) = O \left( \left( \log n / n \right)^{1/2} \right).
\]

(12)

Note that the procedure \( \delta_F \) does not require knowledge of the constants \( s \) and \( \beta \) (or \( i_0 \)). Thus the rate \( n^{-1/(2\beta+1)} \) is adaptively achieved. When \( s \) or \( \beta \) is very small, the rate of convergence is very slow. Under the additional assumption of B1 or B2, a much better rate of convergence is automatically achieved by the aggregated procedure.

**Remarks:**

1. In the construction of the aggregated procedure \( \delta^*_C \), sparseness is in terms of the number of procedures being combined. One can also consider sparseness in terms of the number of terms in the linear approximation within each approximation system. Then the same convergence rate \( (\log n / n)^{1/2} \) can be obtained under Condition B2 without assuming that for each \( j \), there are only finitely many non-zero coefficients. See Yang and Barron (1998) for such a treatment in density estimation based on models selection.

2. Under the assumptions that \( X = (X_1, \ldots) \) has independent and uniformly distributed components and that the basis functions have mean zero, \( E \varphi_{j,i}(X_j) \varphi_{j',i'}(X_{j'}) = 0 \) for all \( j \neq j' \). These strong conditions make the approximation error readily bounded under Condition B0. Without these conditions, the convergence rates in Corollary 2 can be shown to still hold under the direct conditions \( \inf_{\{\theta_{i,j}\}} \| f - \sum_{j=1}^J \sum_{i=1}^\infty \theta_{j,i} \varphi_{j,i} \|^2 = O \left( J^{-2\beta} \right) \) and \( \sum_{i=1}^\infty i^{2\beta} \theta_{j,i}^2 < \infty \) for each \( j \). Also the additive condition (8) can be expressed in terms of pre-specified linear combinations of the original explanatory variables rather than the original explanatory variables themselves.

3. If \( f \) happens to be “parametric” in the sense that it can be expressed as a linear combination of finitely many basis functions (possibly across different systems), then the convergence rate of the final procedure is \( O \left( (\log n) / n \right) \), possibly losing a logarithmic factor.

4. When \( \beta > 1/2 \), under Condition B0 and that \( \theta_{j,i} = 0 \) for all \( j \) and \( i \) except \( j = j_0 \), the condition \( \sum_{j=1}^\infty \sum_{i=1}^{i_0} \| \theta_{j,i} \| < \infty \) is automatically satisfied. For this case, it can be shown that \( R(f; n; \delta_F) \) in fact converges at a better rate \( n^{-2\beta/(2\beta+1)} \) than \( (\log n / n)^{1/2} \).

5 **Generalization**

The main results in this paper can be generalized with little difficulty in two directions based on an analysis similar to that in Yang (1999c). Firstly, the error distribution \( h \) need not to be known completely. It suffices to assume that \( h \) is in a countable collection of candidate error distributions. This gives more
flexibility to handle errors with different degree of heavy tail. Secondly, one does not need to require that the random errors have a constant variance function. Assume instead that for each $\delta_j$, in addition to having an estimator $\hat{f}_{j,n}$ of the regression function, we also have an estimator $\hat{\sigma}_{j,n}$ of the variance function. The procedures can share variance estimators if so desired. The procedures can be combined for estimating $f$ using both the regression estimators and the variance estimators (see Yang (1999c)).

A recent work on variance estimation is in Ruppert et al (1997), where a local polynomial method is proposed with a theoretical justification.

6 A Three-Stage algorithm to combine procedures for adaptation

Let $\Delta = \{\delta_j, j \geq 1\}$ be a collection of regression procedures. The index set $\{j \geq 1\}$ is allowed to degenerate to a finite set. Let $\pi_j$ be positive numbers summing up to one, i.e., $\sum_{j=1}^{\infty} \pi_j = 1$. They will be used as prior weights on the procedures. The following is an algorithm to combine candidate procedures for adaptation as essentially given in Yang (1999c).

**A Three-Stage ARM Algorithm**

**Step 1.** Split the data into three parts $Z^{(1)} = (X_i, Y_i)_{i=1}^{n_1}$, $Z^{(2)} = (X_i, Y_i)_{i=n_1+1}^{n_1+n_2}$, and $Z^{(3)} = (X_i, Y_i)_{i=n_1+n_2+1}^{n}$. Let $n_3 = n - n_1 - n_2$.

**Step 2.** Obtain estimates $\hat{f}_{j,n_1}(x;Z^{(1)})$ of $f$ based on $Z^{(1)}$ for $j \geq 1$.

**Step 3.** Estimate the variance $\sigma^2$ for each procedure by

$$\hat{\sigma}_j^2 = \frac{1}{n_2} \sum_{i=n_1+1}^{n_1+n_2} \left( Y_i - \hat{f}_{j,n_1}(X_i) \right)^2.$$

**Step 4.** For each $j$, evaluate predictions. For $n_1 + n_2 + 1 \leq k \leq n$, predict $Y_k$ by $\hat{f}_{j,n_1}(X_k)$. For $n_1 + n_2 + 1 \leq k \leq n$, compute

$$E_{j,k} = \prod_{i=n_1+n_2+1}^{k} \left( \frac{Y_i - \hat{f}_{j,n_1}(X_i)}{\hat{\sigma}_j^{i-n_1-n_2}} \right).$$

**Step 5.** Let

$$W_{j,k} = \frac{\pi_j E_{j,k}}{\sum_{l \geq 1} \pi_l E_{l,k}}$$

and compute the final weight

$$\overline{W}_j = \frac{1}{n_3} \sum_{k=n_1+n_2+1}^{n} W_{j,k}$$
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The final estimator is
\[ \hat{f}_n(x) = \sum_{j=1}^{\infty} W_j \hat{f}_{j,n/2}(x) \]  
(13)

The combined estimator has the following theoretical property. For simplicity in notation, assume that \( n \) is a multiple of 4, and then take \( n_1 = n/2 \) and \( n_2 = n_3 = n/4 \). We assume that the estimator \( \hat{\sigma}_j \) are bounded above and below by positive constants \( \bar{\sigma} \) and \( \underline{\sigma} \) (otherwise one needs to clip the estimator to be in that range).

**Proposition 1:** Assume Conditions A1 and A2 hold. Then the above convexly combined estimator \( \hat{f}_n \) satisfies
\[ E\|f - \hat{f}_n\|^2 \leq C \inf_j \left( \frac{1}{n} \left( 1 + \log \frac{1}{\pi_j} \right) + E\|f - \hat{f}_{j,n/2}\|^2 \right), \]
where the constant \( C \) depends only on \( A, \bar{\sigma}, \underline{\sigma}, \) and \( h \). In particular, if there are \( M \) procedures to be combined with uniform weight, then
\[ E\|f - \hat{f}_n\|^2 \leq C \left( \frac{\log M}{n} + \inf_j E\|f - \hat{f}_{j,n/2}\|^2 \right). \]

**Remarks:**

1. In the ARM algorithm, the second stage is used to estimate \( \sigma^2 \). Here the estimators are derived in terms of predictions based on the individual regression procedures. The use of these variance estimators does not get in the way of estimating the regression function \( f \) in terms of rate of convergence. One can also use common model-independent estimators of \( \sigma^2 \) (see, e.g., Rice (1984)). Then one does not need this stage, and accordingly, the risk of the variance estimators will appear in the risk bound on estimating \( f \).

2. As discussed in Yang (1999c), the estimator \( \hat{f}_n \) depends on the order of observations. For improvement, one can randomly permute the order of observations a number of times and average the corresponding estimators.

3. In the definition of the final estimator \( \hat{f}_n = \sum_{j=1}^{\infty} W_j \hat{f}_{j,n/2}(x) \), we use \( \hat{f}_{j,n/2}(x) \) instead of \( \hat{f}_{j,n}(x) \) to have a cleaner risk bound. But \( \hat{f}_{j,n}(x) \) should be a slightly better choice in terms of accuracy.

**Proof of Proposition 1:** The result is proved in Yang (1999c) for the case when there are finitely many, say \( J \), candidate procedures with equal weight \( \pi_j = 1/J \) for \( 1 \leq j \leq J \). The proof for the general case can be done similarly.

### 7 Proof of the results
Proof of Theorem 1: There are mainly two steps in our derivation of an aggregated procedure yielding the given risk bound. First, we discretize (with suitable accuracy) the coefficients for linear combinations and then treat the set of all the corresponding linearly discretely combined estimators as a new collection of candidate estimators. For suitable discretization, some results on metric entropy are very helpful. In the second step, we combine these estimators for adaptation using the algorithm ARM proposed in Yang (1999c) and described in Section 6. When \( M_n \) is large, however, an additional difficulty arises and an idea of sparse combining takes care of the problem.

We consider first the case when \( M_n < \sqrt{n} \). Let \( G = \{ \theta = (\theta_1, ..., \theta_M) : \sum_{i=1}^M |\theta_i| \leq 1 \} \). Let \( N_\varepsilon \) be an \( \varepsilon \)-net in \( G \) under the \( l_1^M \) distance, i.e., for each \( \theta \in G \), there exists \( \theta' \in N_\varepsilon \) such that \( \|\theta - \theta'\|_1^M = \sqrt{\sum_{i=1}^M |\theta_i - \theta'_i|} \leq \varepsilon \). An \( \varepsilon \)-net in \( G \) yields a suitable net in the set \( F_n \) of the linear combinations of the original estimators. For simplicity in notation, let \( \tilde{f}_1, ..., \tilde{f}_M \) denote the original estimators at the sample size \( n \). Let \( F_\varepsilon \) be the set of the linear combinations of the estimators \( \tilde{f}_1, ..., \tilde{f}_M \) with coefficients in \( N_\varepsilon \).

Then for any estimator \( \hat{f} = \sum_{i=1}^M \theta_i \tilde{f}_i \) with \( \theta \in G \), there exists \( \theta' \in N_\varepsilon \) such that

\[
\|\hat{f} - \sum_{i=1}^M \theta'_i \tilde{f}_i\| = \| \sum_{i=1}^M (\theta_i - \theta'_i) \tilde{f}_i \| \leq A \|\theta - \theta'\|_1^M \leq A \varepsilon.
\]

(14)

Now we combine all the estimators in \( F_\varepsilon \) using the ARM algorithm given in Section 6 with uniform weight \( 1/|N_\varepsilon| \). Let \( \tilde{f}_n \) denote the combined estimator. By Proposition 1, for any \( f \) with \( \|f\|_\infty < \infty \), we have

\[
E\|f - \tilde{f}_n\|^2 \leq \frac{C \log(|N_\varepsilon|)}{n} + C \inf_{\tilde{f} \in F_\varepsilon} R(f; \tilde{f}; n/2),
\]

where \( C \) depends only on \( A, \sigma, \sigma, \) and \( h \). Since \( F_\varepsilon \) is an \( (A \varepsilon) \)-net in \( F_n \), by triangle inequality, for any \( f \), we have \( \inf_{\tilde{f} \in F_\varepsilon} R(f; \tilde{f}; n/2) \leq 2 \inf_{\tilde{f} \in F_\varepsilon} R(f; \tilde{f}; n/2) + 2A^2 \varepsilon^2 \). It follows that

\[
E\|f - \tilde{f}_n\|^2 \leq \frac{C \log(|N_\varepsilon|)}{n} + 2C \inf_{\tilde{f} \in F_\varepsilon} R(f; \tilde{f}; n/2) + 2A^2 C \varepsilon^2.
\]

(15)

To get the best upper bound (in order), we need to minimize \( \frac{\log(|N_\varepsilon|)}{n} + 2A^2 \varepsilon^2 \) when discretizing \( G \). Note that the logarithm of the smallest size of \( N_\varepsilon \) is the covering entropy of the set \( G \) under the \( l_1^M \) distance (see, e.g., Kolmogorov and Tihomirov (1959) for properties of metric entropies). For this case, metric entropy orders are known. The following result is given in terms of the entropy number, i.e., the worst case approximation error with the best net of size of \( 2^k \) points. Let \( c_k \) denote the entropy number of \( G \). From Edmunds and Triebel (1989, Proposition 3.1.3), when \( k \geq M, c_k \leq c2^{-k/M} \) for some constant \( c \) independent of \( k \) and \( M \). Take

\[
k = \frac{M (\log(n/M) + 2 \log 2)}{2 \log 2}
\]
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(note that \( k \geq M \)). (Strictly speaking, we need to round up or down to make \( k \) an integer.) Then
\[
\frac{\log(|N_{k}|)}{n} + 2A^2\epsilon^2 \leq M \left( \log(n/M) + 2 \log 2 \right) + \frac{(Ac)^2 M}{2n} \leq \frac{c' M \log(1 + n/M)}{n},
\]
where \( c' \) depends only on \( A \) and \( c \). The upper bound in Theorem 1 for \( M < \sqrt{n} \) then follows.

Now consider the other case: \( M \geq \sqrt{n} \). The argument above leads to a rate \( (M/n) \log(1 + n/M) \) for \( M \leq n \), which as will be seen is only sub-optimal. For this case, due to the \( \ell_1 \) constraint, the number of large coefficients is small relative to \( M \) when \( M \gg \sqrt{n} \). An appropriate search of the large coefficients can result in optimal rate of convergence, as we derive below.

Note that for \( \|\theta\|^M \leq 1 \), \( \|\sum_{i=1}^M \theta_i \hat{f}_i\| \leq A \). Then by a sampling argument (see e.g., Lemma 1 in Barron (1993)), for each \( m \), there exist a subset \( I \subset \{1, \ldots, M\} \) of size \( m \) and \( \theta_i' = (\theta_i, i \in I) \) such that \( \|\sum_{i=1}^M \theta_i \hat{f}_i - \sum_{i \in I} \theta_i' \hat{f}_i\| \leq A/\sqrt{m} \). Taking \( m^* = \sqrt{n/\log n} \), we have \( \|\sum_{i=1}^M \theta_i \hat{f}_i - \sum_{i \in I} \theta_i' \hat{f}_i\| \leq A (\log n/n)^{1/4} \). Consider an \( \epsilon \)-net in \( B_1 = \{ \theta_i : \sum_{i \in I} |\theta_i| \leq 1 \} \) under the \( \ell_1^{n/4} \) distance. Again by Edmunds and Triebel (1989), taking \( k = m^*(\log(n/m^*)+2 \log 2) \), the best \( \epsilon \)-net has approximation accuracy \( \epsilon \leq c/2 \sqrt{m^*/n} \). Then as in (14), we know that there exists \( \theta_i'' \) in this \( \epsilon \)-net such that \( \|\sum_{i \in I} \theta_i'' \hat{f}_i - \sum_{i \in I} \theta_i'' \hat{f}_i\| \leq Ac/2 \sqrt{m^*/n} \). Thus for each \( \hat{f} \in F_n \), there exist \( I^* \subset \{1, \ldots, M\} \) of size \( m^* \) and \( \theta_i'' \) such that
\[
\|\sum_{i=1}^M \theta_i \hat{f}_i - \sum_{i \in I^*} \theta_i'' \hat{f}_i\| \leq \frac{A (\log n)^{1/4}}{n^{1/4}} + \frac{Ac}{2n^{1/4} (\log n)^{1/4}} \leq \frac{c'' (\log n)^{1/4}}{n^{1/4}},
\]
where \( c'' \) depends only on \( A \) and \( c \). Notice that, in general, \( I^* \) depends on \( f \) and therefore it should be chosen adaptively. The above analysis suggests the following method of sparse combining.

For each fixed subset \( I \subset \{1, \ldots, M\} \) of size \( m^* \), discretize the linear coefficients as described above. Then (with uniform weight) combine the corresponding linear combinations of the procedures in \( \Delta \). Then combine these (combined) procedures over all possible choices of \( I \) (there are \( \binom{M}{m^*} \) many such \( I \) altogether) with uniform weight. Let \( \delta^* \) denote this final procedure and let \( \Delta_I = \{ \delta_i, i \in I \} \). Applying Proposition 1 twice, we have that
\[
R(f; n; \delta^*) \leq C \left( R^* \left(f; \frac{n}{4}; \Delta \right) + \frac{(\log n)^{1/2}}{n^{1/2}} \right) + \frac{m^* \log(n/m^*)}{n} + \frac{\log(M_{m^*})}{n}
\]
\[
\leq C' \left( R^* \left(f; \frac{n}{4}; \Delta \right) + \frac{\log M}{\sqrt{n \log n}} \right),
\]
where the constants \( C \) and \( C' \) depend on \( A, \pi, \varphi, \psi \), and \( h \). This completes the proof of Theorem 1.

Remark: In the above derivation, when \( M > \sqrt{n} \), combining a small number (relative to \( M \)) of procedures together with subset search yields the price of order \( \sqrt{\log n/n} \) for \( M \) of a polynomial order in \( n \), which is the optimal rate based on Theorem 2 when \( M \) is of a higher order than \( \sqrt{n} \). Similar ideas
on sparse subset selection are in e.g., Barron (1994), Yang and Barron (1998) and Barron, Birgé and Massart (1999).

We need a lemma on minimax lower bound for the proof of Theorem 2. Let $d$ be a distance (metric) on a space $S$. For $D \subseteq S$, we say $G$ is an $\epsilon$-packing set in $D$ ($\epsilon > 0$) if $G \subseteq D$ and any two distinct members in $G$ are more than $\epsilon$ apart in the distance $d$. Now let $F$ be a class of regression functions. The distance $d$ here is the $L_2$ distance.

**DEFINITION 1:** (Global metric entropy) The packing $\epsilon$-entropy of $F$ is the logarithm of the largest $\epsilon$-packing set in $F$. The packing $\epsilon$-entropy of $F$ is denoted $M(\epsilon)$.

**DEFINITION 2:** (Local metric entropy) The local $\epsilon$-entropy at $f \in F$ is the logarithm of the largest $(\epsilon/2)$-packing set in $B(f, \epsilon) = \{f' \in F : \|f' - f\| \leq \epsilon\}$. The local $\epsilon$-entropy at $f$ is denoted by $M(\epsilon | f)$. The local $\epsilon$-entropy of $F$ is defined as $M_{\text{loc}}(\epsilon) = \max_{f \in F} M(\epsilon | f)$.

Both global and local entropies will be involved in our derivations of the lower bounds. Assume that $M_{\text{loc}}(\epsilon)$ is lower bounded by $M_{\text{loc}}(\epsilon_n)$. Let

$$M_{\text{loc}}(\epsilon_n) = n\epsilon_n^2 + 2 \log 2.$$ 

Assume $M(\epsilon)$ is upper bounded by $M(\epsilon)$ and lower bounded by $\bar{M}(\epsilon)$. Let $\tau_n$ be determined by

$$\bar{M}(\sqrt{2}\tau_n) = n\tau_n^2$$

and $\xi_n$ be determined by

$$\bar{M}(\xi_n) = 4n\xi_n^2 + 2 \log 2.$$ 

Assume the random errors in the regression model are normally distributed with variance 1. The following lemma is useful for deriving minimax lower bounds using either global or local metric entropy.

**LEMMA 1:** The minimax risk for estimating $f$ in $F$ is lower bounded as follows:

$$\min_{\hat{f}} \max_{f \in F} E \|f - \hat{f}\|^2 \geq \frac{\epsilon_n^2}{32},$$

$$\min_{\hat{f}} \max_{f \in F} E \|f - \hat{f}\|^2 \geq \frac{\epsilon_n^2}{8},$$

where the minimization (or infimum) is over all regression estimators based on $Z^n = (X_i, Y_i)_{i=1}^n$.

The first bound in the lemma is from Yang and Barron (1999, Section 7) and the second one is from Yang and Barron (1997, Section 4).

**PROOF OF THEOREM 2:** Let $\varphi_1(x), \varphi_2(x), \ldots$ be a uniformly bounded orthonormal basis (with respect to the distribution of $X$). An example is the trigonometric basis on $[0,1]$. Take $\delta_i, i \geq 1$ to be the procedure that always estimate $f$ by $\varphi_i(x)$. For each $M = C_0n^r$, consider the class of regression
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functions $F = \{ f_\theta(x) = \theta_1 \varphi_1(x) + \ldots + \theta_M \varphi_M(x) : \| \theta \|_M^M \leq 1 \}$. It is obvious that $R^*(f; n; \Delta_{M*}) = 0$ for $f \in F$. Thus to prove Theorem 2, it suffices to show that $\min_{f} \max_{f_\in F} E \| f - \tilde{f} \|^2 \geq C \gamma(n)$ for some constant $C > 0$ not depending on $n$, where $\gamma(n) = (\log n/n)^{1/2}$ for $1/2 < \tau < \infty$ and $\gamma(n) = n^{-(1-\tau)}$ for $0 \leq \tau \leq 1/2$. Note that under the orthonormality assumption on the basis functions, the $L_2$ distance on $F$ is the same as the $L_2$ distance on the coefficients $\Theta = \{ \theta : \| \theta \|_M^M \leq 1 \}$. Thus the entropy of $F$ under the $L_2$ distance is the same as the that of $\Theta$ under the $l_2^M$ distance. To apply Lemma 1, we lower bound the local entropy of $F$ or $\Theta$. Note that by Cauchy-Schwartz inequality, the $l_1^M$ and $l_2^M$ norms have the relationship: $\| \theta \|_1^M \leq \sqrt{M} \| \theta \|_2^M$. Thus for $\epsilon \leq M^{-1/2}$, taking $f \equiv 0$, we have

$$B(f, \epsilon) = \{ f_\theta \in F : \| f_\theta \| \leq \epsilon \} = \{ f_\theta : \| \theta \|_1^M \leq 1, \| \theta \|_2^M \leq \epsilon \} = \{ f_\theta : \| \theta \|_2^M \leq \epsilon \}.$$ 

Consequently, for $\epsilon \leq M^{-1/2}$, the $(\epsilon/2)$-packing of $B(f, \epsilon)$ under the $L_2$ distance is equivalent to the $(\epsilon/2)$-packing of $B_\epsilon = \{ \theta : \| \theta \|_2^M \leq \epsilon \}$ under the $l_2^M$ distance. Since a maximum $(\epsilon/2)$-packing set is an $(\epsilon/2)$-covering set, the union of the balls with radius $\epsilon/2$ and centered at points in a maximum packing set in $B_\epsilon$ should cover $B_\epsilon$. It follows that the size of the maximum packing set is at least the ratio of volumes of the balls $B_\epsilon$ and $B_{\epsilon/2}$, which is $2^M$. Thus we have shown that the local entropy $M^{\text{loc}}(\epsilon)$ of $F$ under the $L_2$ distance is at least $M^{\text{loc}}(\epsilon) = M \log 2$ for $\epsilon \leq M^{-1/2}$. For $M = C_0 n^\tau$ for some $0 \leq \tau \leq 1/2$, solving $M^{\text{loc}}(\epsilon_n) = n^\tau + 2 \log 2$ gives $\epsilon_n$ of order $n^{-(1-\tau)/2}$. Note that for such $\tau$, by possibly reducing $M^{\text{loc}}(\epsilon)$ by a constant factor, $\epsilon_n$ obtained this way can be made smaller than $M^{-1/2}$ (as required in the earlier derivation). By Lemma 1, we have proved the minimax lower rates for $F$ when $0 \leq \tau \leq 1/2$. That is,

$$\min_{f} \max_{f_\in F} E \| f - \tilde{f} \|^2 \geq C_1 n^{-(1-\tau)}$$

for some constant $C_1$ independent of $n$. For $\tau > 1/2$, we use the global entropy to derive the minimax lower bound. It is known from Schütt (1984) that the entropy number satisfies

$$c_1 \sqrt{\log(1 + M/k) \over k} \leq c_k \leq c_2 \sqrt{\log(1 + M/k) \over k}$$

for some constants $c_1$ and $c_2$ independent of $M$ and $k$ when $\log M \leq k \leq M$. We can choose $c_k$ and $\tau_n$ both of order $(\log n/n)^{1/4}$ to satisfy (16) and (17). This gives the minimax lower rate for $F$ when $\tau > 1/2$, i.e.,

$$\min_{f} \max_{f_\in F} E \| f - \tilde{f} \|^2 \geq C_2 (\log n/n)^{1/2}$$

for some constant $C_2$ independent of $n$. Finally, with the trigonometric basis, the functions in $F$ satisfies $\| f \|_{\infty} \leq \sqrt{2}$. The conclusion of Theorem 2 follows. This completes the proof of Theorem 2.

Remarks:
1. It is interesting to note that both the global and the local entropies are useful here for different cases. For $\tau > 1/2$, the application of the local entropy gives the right rate of convergence. However, if one intends to use the minimax lower bound in terms of the local entropy, the above derivation of a local entropy bound does not work because for the critical $c$ of order $(\log n/n)^{1/4}$, it is of a higher order than $M^{-1/2}$ and accordingly $B(f, c) \neq \{f_\theta : \| \theta \|_2^2 \leq c \}$. On the other hand, for $0 \leq \tau \leq 1/2$, the application of the local entropy method gives a rate that agrees with the upper bound up to a logarithmic factor. If one uses the global entropy, the lower bound by Lemma 1 differs substantially in rate from the upper bound. For general relationship between global and local entropies, see Yang and Barron (1999, Section 7).

2. In the derivation of the lower bounds in Theorem 2, we choose very special (nonrandom) original estimators. This is of course not a typical situation when one would consider combining estimation procedures. In applications, the candidate estimators (or many of them) are most likely somewhat highly correlated (they are estimating the same target), but probably not too highly correlated (otherwise one can gain little even by ideal combining). For such cases, the actual price paid by a good aggregation method is smaller than that given in Theorem 2, but probably not too much smaller.

**Proof of Corollary 2:** Assume that Condition B0 is satisfied. For a given $j$, the approximation error of $f_j(x_j)$ using the best first $N$ terms satisfies

$$
\eta_{j,N}(f_j) = \| f_j - \sum_{i=1}^{N} \theta_{j,i} \varphi_{j,i} \|^2 = \sum_{i=N+1}^{\infty} \theta_{j,i}^2 \leq \sum_{i=N+1}^{\infty} \frac{i^{2\beta} \theta_{j,i}^2}{(N + 1)^{2\beta}} \leq \frac{1}{(N + 1)^{2\beta}} \sum_{i=1}^{\infty} i^{2\beta} \theta_{j,i}^2.
$$

Thus under Condition B0 on $f$, we have $\eta_{j,N}(f_j) = O \left( (N + 1)^{-2\beta} \right)$ as $N \to \infty$. The approximation error of $f(x)$ using the basis functions $\varphi_{j,i}(x_j)$ with $1 \leq j \leq L$ and $1 \leq l \leq N$ satisfies

$$
\eta_{N}(f) = \| f - \sum_{j=1}^{L} \sum_{i=1}^{N} \theta_{j,i} \varphi_{j,i} \|^2 = \sum_{j=1}^{\infty} \sum_{i=1}^{N} \theta_{j,i}^2 + \sum_{j=1}^{\infty} \sum_{i=N+1}^{N} \theta_{j,i}^2 \leq \frac{1}{(L + 1)^{2\beta}} \sum_{j=1}^{L} \sum_{i=1}^{N} i^{2\beta} \theta_{j,i}^2 + \frac{1}{(N + 1)^{2\beta}} \sum_{j=1}^{L} \sum_{i=N+1}^{\infty} i^{2\beta} \theta_{j,i}^2.
$$

Thus the approximation error is $\eta_{N}(f) = O \left( (N + 1)^{-2\beta} + (L + 1)^{-2\beta} \right)$.

Under Conditions B0 and B2, sparse approximation has the potential to perform much better. From Condition B2, $\sum_{i=i_0+1}^{\infty} |\theta_{j,i}|^2 = 0$. Let $\rho_j = \sum_{i=i_0}^{i_0} |\theta_{j,i}|$. Then Condition B2 implies that there exists a constant $a$ such that $\| \sum_{j=1}^{L} \sum_{i=i_0}^{i_0} \theta_{j,i} \varphi_{j,i} \| \leq \sum_{j=1}^{L} \rho_j \leq a$ for all $L \geq 1$. From Lemma 1 in Barron (1993), there is a subset $S \subset \{ 1, 2, \ldots, L \}$ of size $k$ such that $\| \sum_{j=1}^{L} \sum_{i=i_0}^{i_0} \theta_{j,i} \varphi_{j,i} - \sum_{j \in S} \sum_{i=i_0}^{i_0} \theta_{j,i} \varphi_{j,i} \| \leq C k^{-1}$ for some constant $C > 0$. Thus taking $N = i_0$, the overall approximation error is upper bounded in order by

$$
\eta_{N}^{L,k}(f) = O \left( (L + 1)^{-2\beta} + k^{-1} \right).
$$
From (5), (6), and (7) and above, we have that under Conditions B0 and B1, with the choice of \( N \) of order \( n^{-1/(2\alpha+1)} \),
\[
R^*_\alpha (f; n; \Delta) = O \left( \inf_j \left( (N+1)^{-2\alpha} + \frac{N}{n} \right) \right) = O \left( n^{-\frac{1}{2(2\alpha+1)}} \right);
\]
and under Condition B0, with the choice of \( N \) of order \( n^{-\frac{2\beta}{(2\beta+1)}} \) and \( L \) of order \( n^{-\frac{2\beta}{(2\beta+1)}} \),
\[
R^*_2 (f; n; \Delta) = O \left( \inf_{L,N} \left( (N+1)^{-2\alpha} + (L+1)^{-2\beta} + \frac{LN}{n} + \psi_n(L) \right) \right) = O \left( n^{-\frac{2\beta}{(2\beta+1)}} \right);
\]
and under Conditions B0 and B2, with the choice of \( k \) of order \( \sqrt{n/\log n} \), \( L \) of order \( n^{1/(4\beta)} \), and \( N = i_0 \),
\[
R^*_3 (f; n; \Delta) = O \left( \inf_{L,N} \left( \inf_{1 \leq k \leq L-1} \left( (L+1)^{-2\beta} + k^{-1} + \psi_n(k) + \frac{k \log L}{n} + \frac{kN}{n} \right) \right) \right) = O(\log n/n)^{1/2}.
\]
The conclusions of Corollary 2 follow. This completes the proof of Corollary 2.
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